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29 planes per 

second

Accelerated 50x

61500 neurons on 
average

Neuronal activity in zebrafish brain

Larval zebrafish

Source: Paul De Koninck’ Lab at CERVO
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Neuronal activity in zebrafish brain: data



Dimensionality reduction: 
PCA, Isomap, t-SNE, UMAP
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Neuronal activity in zebrafish brain: possible analyses
Neurons

Functional connectivity: 
Pearson correlation, Granger causality, Transfer entropy



Neuronal activity in zebrafish brain: possible analyses

Mathematical modeling of the whole dynamics ?



PCA

PCA and low-dimensionality
Principal components

• Each neuron is approximately equal to a linear 
combination of a few principal components. 

• Suggests that the dimensionality of the whole brain is 
much smaller than the number of neurons.



PCA and low-dimensionality



Why should we expect low dimensionality for large neuronal networks ?



Neuronal activity: 
resurgence of the dynamical system approach

M. G. Perich et al. 2020

D. Sussillo 2014



Grossberg, Amari, Wilson–Cowan, Hopfield, …
Firing rate model for recurrent neural networks 
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Recurrent neural networks can be trained to fit the data
Unknown parameters



Jérémie Gince Anthony Drouin

Simon Hardy Daniel Côté

https://github.com/NeuroTorch/NeuroTorch

Current Version (v0.0.1-alpha)

•Image classification with spiking networks.
•Classification of spiking time series with spiking networks.
•Time series classification with spiking or Wilson-Cowan.
•Reconstruction/Prediction of time series with Wilson-Cowan.
•Reconstruction/Prediction of continuous time series with spiking networks.
•Backpropagation Through Time.

Recurrent neural networks can be trained to fit the data

Worst solution
RMSE=0.19
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After training:

Learned parameters

High-dimensional
dynamical system



How to reduce the dimensionality of large dynamical systems?

Is it justified to reduce the dimensionality?



Our point of view: complex systems theory



Our first inspiration: 
Dimension reduction to study resilience

Problem: The reduction does not work well with all networks.
Success: The reduction allows studying resilience.



Desrosiers & Roy-Pomerleau, Nature Physics 2022
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Resilience in complex systems



More complete solutions: 

DART: Dynamics Approximate Reduction Technique 



Theoretical framework: 
Spectral Graph Theory and Matrix factorization

Good sources of information:

Old treasure: Recent treasure:



Our latest approach: Singular Value Decomposition 
arXiv:2208.04848
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Inspired by a lecture by Alex Townsend on Rapidly Decreasing Singular Values

Flags have low rank

https://www.youtube.com/watch?v=9BYsNpTCZGg


France’s flag has rank 1

England’s flag has rank 2
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⇓ Good low-rank
approximation

Nunavik’s flag is more complex
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1Low-rank approximations work for some networks



Fundamental notion: effective rank



Fundamental notion: effective rank



Experimental results: 
Connectomes have low effective rank
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Experimental results: 
real complex networks have low effective rank



Observation: 
Maturation seems to reduce effective rank 

Data from :

Singular values of the matrices describing the connectivity of the C. elegans brain at 
different maturation stages. The stable ranks are 21.6 (age 1), 19.7 (age 5), 18.5 (age 8). 

C. elegans



What are the dynamical consequences of 
low effective rank ?



Optimal M determined by the weight matrix W











1. Whole brain neuronal activity can be modeled using firing rate models, which
are high dimensional.

2. Real networks, and especially connectomes, have low effective rank.  

3. Large neuronal networks with firing rate dynamics possess low-dimensional
dynamical systems that approximately describe the activity at large scale.

4. Alignment errors of reduced vector fields can rapidly decrease following the 
singular values of complex networks.

5. Our theoretical findings support the use of Principal Component Analysis when
analyzing neuronal activity.

6. Dimension reduction can lead to dynamics with higher-order interactions.

Take-home messages

Still so much work to do …



Thank you!  Questions?

https://dynamicalab.github.io/


